KASBAKCTAH PECIIY B/IHKACHI F bL/IBIM
HKOHE KOFAPHI BIVIIM MUHHCTPETIT

..\.B.»\ﬂ'l_’.\'P('blH()B ATBIHJIATBI
KOCTAHAHW OHIP/IIK YHUBEPCUTETI

ST DO

<

CYITTAHFASWH OIYIIAPDI

«KA3IPT'I BUTIM BEPYAI OAMbBITYbIH
©3EKTI MOCENEJNEPI»
XAINbIKAPATbIK
FBUTBIMU-NMPAKTUKATBIK
KOH®EPEHUUA

MATEPUAJIOAPDI

CYNTAHIASUHCKME
YTEHUA

MATEPWAIIDbI

MEXOYHAPOOHOU
HAYYHO-NPAKTUYECKOW
KOH®EPEHLIUM
«AKTYANbHbLIE BOMPOCHI
PA3BUTUA COBPEMEHHOIO

OBPA30BAHMA



YOK 378 (094)
BBK 74.58
K 22

PEOAKLIUA ANNKACbI/ PEOAKUMOHHAA KONINEMUA
KyaHbiww6aeB Ceuntbek bBekeHoBuY, A.baiiTypcbiHOB aTbiHAarbl KocTaHal eHipnik yHuBepcuTeTiHiH bBackapma
Teparacbl — Pektopsbl, reorpadus fbinbiMAapbiHbIH AOKTOpbl, KasakcTaH lNeparorvkansik FeinbiMaap AkageMmsiCbiHbIH,
myLueci; / MNpencenatens MNpaeneHna — PekTop KocTaHanckoro perMoHanbHoro yHusepcuteTa numenn A.bantypcbiHoBa,
OOKTOp reorpacdmnyecknx Hayk, uneH Akagemuu MNMegarornyeckmnx Hayk KasaxcrtaHa;
Xapnbiracos Xenuc BaxbiToekoBu4, A.banTypcbiHOB aTbiHAafbl KocTtaHan eHipnik yHuBepcuTteTiHiH 3epTtTeynep,
MHHOBaUMsl >kaHe UuMdpnaHablpy >KeHIHOEr NpOpeKTopbl, aybifl Lapyalwbifbifbl  FbifIbIMAAPbLIHBIH, - KaHAMAAThl,
KayblMaacTbIpbiiFaH npodeccop / MPOPEKTop MO WUCCNEeAOBaHUsIM, MHHOBauusM M umdposm3aumm KoctaHarnckoro
pervoHansHoro yHusepcuteta MM. A.BalTypcbiHOBa, KaHAMOAT CENbCKOXO3AWCTBEHHbLIX HayK, acCoLUMpOBaHHbIN
npodpeccop;
XycHyTtauHoBa Jlanna MenbcoBHa, Tapux fbinbiMAapbiHbiH KaHamaaTel, «Mackey nonuMTexHuKanblK YHUBEPCUTETI»
degepangbl MEMMNEKETTIK aBTOHOMAbI Xofapbl 6iniM 6epy MekemMeciHiH goueHTi, Peceit / kaHaAMAAT UCTOPUYECKNX HayK,
goueHT ®denepanbHOro rocygapCTBEHHOrO aBTOHOMHOro o6pas3oBaTenbHOro yupexaeHus Bbicllero obpasoBaHus
«MoCKOBCKMIN NONUTEXHUYECKUIA YHUBEPCUTETY, Poccusi;
CyxoB Muxaun BacunbeBud, TexHVKA FbiNbIMAAPbIHbIH KaHauaaTbl, OHTYCTik- Opan MeMnekeTTiK yHUBEPCUTETIHIH,
(OOMY) poueHTi, Yenabi, Pecei/kaHongaT TexXHUYECKMX Hayk, AoueHT HOXHO-YpanbCKoro rocyfapCTBEHHOro
yHuepcuteTta (FOYplY), r. YenabuHck, Poccus;
PapyeHko TaTbsiHa AneKkcaHAPOBHA, >apaTbifbiCTaHy fbiNbIMAAPbIHBIH, MarucTpi, A.BanTypcbiHOB aTblHAafbI
KocTtaHal eHipnik yHuBepcuTeTiHiH «®Pusmka, maTemaTvka XoHe UuMdprblk TexHonormanap» kadenpacbiHbIH
MEHrepyLuici / MarmcTp eCcTecTBEHHbIX HaykK, 3aBefylollas kadenpon «dnsmkmn, MatemaTvku 1 LMPOBLIX TEXHOMOTUIAY
KocTtaHarckoro pernoHanbHoro yHusepcuteta um. A.bantypceiHoBa;
AnumbaeB Anunbek Annbic6aeBuy, PhD pgoktopbl, A.BanTypcbiHOB aTbiHAarbl KocTaHawm eHipnik YHUBEpPCUTETIHIH
«®duanka, mateMaTmka xeHe UMdpnblK TeXHoNoruanap» kadenpachiHblH, KaybiMAACTbIpbiFaH NpodeccopbiHbH M.a. /
poktop PhD, wu.0.accouuunpoBaHHOro npodpeccopa kadeapbl «PU3MKM, MaTeMaATUKM U LUPOBLIX TEXHONOMMN»
KocTaHarckoro permoHansHoro yHusepcuteta um. A.bantypcbliHoBa;
TenermHa OkcaHa CrtaHucnaBoBHa, A.banTypcbiHOB atbiHoarel KocTaHal eHipnik yHuBepcuTeTiHiH «Pusmka,
mMaTtemaThKa XaHe Ludpnblk TexHonornsanap» kadeapachiHbiH aFa OKbITYLWbICH! / CTaplwunin npenogasatens Kadeapsbl
«DPun3nkn, MaTeEMaTUKN 1 LUMPOBLIX TEXHONOrMN» KoCcTaHanckoro permoHansHoro yHnsepcuteta uMm. A.banTypcbiHOBa;
Wymenko TatbsiHa CTenaHOBHa, nejarorvka fbinbiIMAapbiHbIH KaHauaatsl, A.BantypcbiHOB aTbiHOarbl KocTaHan
OHIpNiK yHMBepcuTeTiHIH «Pun3nka, maTemMaTvka koHe UMprblK TexHonorusnap» kadegpa npodeccopbiHbiH, M.a. /
KaHouaaTt nefarorMyeckux Hayk, K.0. npodpeccopa kadenpbl «Pusmkn, mMartemMatukm M UMAPOBbLIX TEXHOMOTMN»
KocTaHarckoro permoHanbHoro yHusepcuteta uM. A.bantypceiHoBa

«Kasipri 6inim ©6epyani gambiTyablH  e3ekTi  macenenepi»: «CYJITAHFASUH OKYJIAPbI-2023»
Xanblkapanblk fblnbIMU-TaXipnbenik koHdepeHUMsaHbIH MaTepuangapbl, 2023 XbingblH 15 HaypbI3bl.
KoctaHnan: A.bantypceiHoB aTbiHaarbl KocTaHaw eHipnik yHusepcuteTi, 2023. — 427 6.

«AKTyanbHble BOMPOCbI pPa3BUTUA COBpeMeHHOro obpasoBaHusa»: MaTepuanbl MexgyHapoOHON
Hay4Ho-npakTnyeckon koHdepeHumn «CYNTAHTASVNHCKME YTEHNA-2023», 15 mapTa 2023 roga.
KoctaHan: KoctaHanckuin permoHanbHbii yHuBepcuteT umenmn A.bantypceiHoBa, 2023. — 427 c.

K 22

ISBN 978-601-356-257-5

«CynTaHFasuH okynapbl-2023» xanblkapanblk fblNbIMU-TaXIpUGenik koHdepeHUUAChIHbIH  «3amaHayu  Ginim
Gepydi OamblTydblH ©3€KTi Macenenepi» >XWHaFblHAa apaTbinbiCTaHy-FbinbiMu  Ginim  GepydiH macenenepi MeH
OonawarbiHa apHanfFaH FfbiMbIMU Makananap >XWHaKTarnfFaH, >kannbl XaHe KacinTik Oinim 6epyaiH NCUXonornanbik-
neparorvkanblk acnekTinepi KapacTblipbiFaH, negarorvkanslk 6inim 6epyaiH aknapaTTaHAbIpy XXeHe AambITyAblH Kasipri
TeHOeHUMAnapbl MEH TEXHOMNOrMANapbl Macenenepi Kosranaasbl.

Ocbl XMHaKTbIH MaTepuangapbl fanbiMaap MeH Xofapbl OKy OpblHOAPbIHbIH OKbITYLUbINApbiHA, MarucTpaHTTap
MEH CTyAeHTTepre narngansl 60nybl MyMKiH.

B cbopHuke MexayHapogHOW Hay4HO-MpakTUYeckon  koHdepeHumn «CyntaHrasvHckne 4teHus-2023»
«AKTyanbHble BOMPOCHI Pa3BUTUS COBPEMEHHOrO 0Opa3oBaHUS»: NPEeACTaBeHbl Hay4yHble cTaTby MO npobrnemam wu
nepcnekTBam eCTeCTBEHHO-HAY4YHOro 06pa3oBaHuMs, paccMaTpUBaTCA NCUXONOro-neaarornyeckne acnekTol odLwero n
npoceccrmoHanbHoro obpasoBaHnsi, 3aTPOHYThLI BONPOCHI MHpOpMaTU3aLMn U COBPEMEHHbIX TEHAEHUMN U TEXHOMOIUIA
pasBMTUS Negarornyeckoro obpasoBaHus.

MaTtepuanbl faHHOro COOpHMKA MOTYT ObITb MHTEPECHBI YYEHbIM, MpenogaBaTensM BbICLLUMX YY4ebHbIX 3aBefeHUN,
MarucTpaHTam u CTyaeHTaMm.

ISBN 978-601-356-257-5 YOK 378 (094)
BBK 74.58
9ll786013]l562575 © A.BantypcbiHOB aTbiHAarbl KocTaHanm eHipnik yHuBepcuteTi, 2023

© KocTaHanckmi permoHanbHbIv yHUBepeuTeT numeHn A.baitypcbiHoBa, 2023



OKbITYLLbINIAP €H XXaHa BupTyanabl TexHomnorusnap Typanbl Xakcbl ©Oinefi, ©3 >XyMbiCblHOA OHMaWnH-
Xymnenepai navganaHagbl XXeHe XOfapbl OKy opblHAapbiHbIH 6iniM Gepy npoueciHe e3ekTi aknapaTTbik-
KOMMYHMKaLUANbIK TeXHONornanapabl O4aH api eHrisyre gambiH.

AR xaHe VR-WbIHAIK TEXHONOrMaAnapbl KyH caviblH 6enceHai TypAae XaHfblpTbina OTbIpbIn, Xofapbl
KecinTik 6inim Bepy canacblHOa ynkeH gamy aneyeTi MeH ofaH opi nepcrnekTuBanapbl 6ap gen auntyra
oonagpl.

OpebueTtTtep Tisimi:

1. Habokoea J1.C. T[lepcnektuBbl BHEAPEHMSI TEXHOMOIMIA [OOMOSIHEHHOW W  BUPTYarbHON
peanbHocTM B ccepy obpasoBaTenbHOro npouecca Bbicwen wkonbl. PrEOY BO Hoeocubupckuin TAY.
MpodeccmnoHansHoe obpasoBaHne B coBpemeHHoM mupe. 2019. T. 9, Ne2, C. 2710-2719

2. KopHueHko T.B., MNotanos A.A. «Mcnonb3oBaHue [ONOMHEHHOW peanbHOCTU B LUKOMbHOM
neyaTHoOM usgaHun». KazaHckun negarornyeckui xypHan, 2018, Ne1. C. — 121

3. Ananus pbIHKa BUPTYyansHON peanbHOCTH [OneKTpoHHbIV pecypcl. URL:
www.vc.ru/flood/13837-vr-use
4. PykosoacTso «Unity3D» [OnekTpOoHHBIN pecypc]. URL:

docs.unity3d.com/ru/current/Manual/UnityManual

5. BwupTyanbHas u gononHeHHas peanbHoCcTb-2016: COCTOsIHME N NEPCNEKTMBLI: COOPHUK Hay4HO-
MeToOu4ecKnx maTepuarnoB, TE3UCOB WM cTaTel koHdepeHumun / nog obw,. pen O.W. Monoesa. M.: N3g-Bo
MBOY MI'OK, 2016. 386 c.

6. [ONeKTpOHHbIN pecypc]. URL:
https://baigenews.kz/news/v_nursultane_zarabotala_laboratoriya_virtualnoi_realnosti__nurlab/
7.  OdmumaneHbin caunt «Unreal Engine2 [OnekTpoHHBIN pecypc]. URL:

https://www.unrealengine.com/en-US/?sessioninvalidated=true

8. bapaHoBa H. Muposble digital-TpeHapl: kKak MHTEPHET pacnpoCcTpaHAeTcs Mo 3eMHOMY Luapy.
Pexxum goctyna URL: https://te-st.ru/2017/02/16/global-digital-trends-2017/ (gata obpawenuns: 25.10.2020).

9. TyomuHeH Cysu, KotnnariHeH Cupkky. Negarorndeckune acnektsl OpMMPOBAHUSA MEAUNHON U
nHpopmaumoHHon rpamoTHocTn. M: WHctutyt HKOHECKO no wuWHdopMauuoHHbIM  TEXHONOrusiM B
obpasoBaHuu, 2012. 142 c.

10. XakmmoBa J1. Kak rampkeTbl M TexHomnormm 3aBoeBbiBanu wWwkony. Pexum pgoctyna URL:
http://mel.fm/2015/09/10/gadget (naTta obpaiieHus: 25.10.2020).

YOK 004.94
COMPARATIVE ANALYSIS OF TRANSLATION ALGORITHMS FROM TEXT TO SIGN LANGUAGE

Nurgazina Dana Maratovna, student PhD, Department of Artificial Intelligence, Eurasian National
university, Astana, Kazakhstan, E-mail: nurgazina.d@gmail.com

Kudubaeva Saule Alzhanovna, Candidate of Technical Sciences, Associate Professor, Department of
Artificial Intelligence Eurasian National university, Astana, Kazakhstan, E-
mail:saule.kudubayeva@gmail.com

AHpaTna

Byn makanaHbiH e3ekTiniri Kasakctanga kecrtay Tini XakblHAa 3epTTene 6actagbl XaHe ocbl canaja
WHHOBaUusANap eHridydi Tanan etegi. MakcaTs - opbIc, Yex xaHe XaHa 3enaHanst CusikTbl XXecTay TingepiHid
aaicTepi MeH anroputMmepiHe canbiCTbipMansl Tangay kypridy. byn makanaga kewbip engepgid bim Tini
OoMblHWA BipHeLle 3epTTey XyMbICTapbl KapacTbipbingbl. 3epTTey OapbiCbiHOa CEMaHTUKanNbIK TangayabiH
Kasak biM TifliMeH anbipMaLLbISbIFbl MEH YKCacTbifbl 6ankanabl. ABToprapAblH XYMbICbIHbIH HOTUXenepi 6on
TabbinaTbiH BEG-canTTap XoHe cypaoaygapmMara apHanFaH gepbec xyrenep kapacTblpbiiabl:

Tyningi ceaaep: biM Tini, CO3iK, ANEeKTPOHAbI CO3iK, ceMaHTuka, cypaoayaapma.

AHHoOTauunA

AKTyanbHOCTbIO [JaHHOW CTaTbM ABMSIETCS, YTO XECTOBbIN A3blK B KazaxcTaHe Ha4ano uccnegoBartbest
HeaBHO W B 3TOW oTpacnu TpebyroT BHeCeHMEe HOBLUECTB. Llenblo sBnseTcs npoBeAeHne CPaBHUTENBLHOIO
aHanMsa MeTodOB M anropuTMOB TakUX XKECTOBbIX SI3bIKOB KaK, PYCCKWIA, YELUCKUA M HOBO3enaHACKui. B
OaHHOW cTaTbe ObIN0 PacCMOTPEHO HECKOITbKO UCCreaoBaTeNbCKNX paboT No KeCTOBOMY S3blKy HEKOTOPbIX
cTpaH. B xoge uccnegoBaHus, Gbinn 3aMeyeHbl OTNIMYNE U CXOOCTBO CEMaHTUYEeCKOro pasbopa ¢ ka3axckum
XECTOBbIM A3bIKOM. PaccMoTpeHbl pesynbTaTbl paboT aBTOpOB: BEO-CaiTbl U aBTOHOMHbIE CUCTEMbI A5
cypoonepesoaa.

KniouyeBble crnoBa: A3biK XXECTOB, CNTOBAPb, 3MEKTPOHHLIN COBapb, CEMaHTKKa, CypaonepeBos.
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Abstract

The relevance of this article is that the sign language in Kazakhstan has been studied recently and
innovations are required in this industry. The goal is to conduct a comparative analysis of methods and
algorithms of such sign languages as Russian, Czech and New Zealand. This article reviewed several
research papers on the sign language of some countries. In the course of the study, the difference and
similarity of semantic analysis with the Kazakh sign language were noticed. The results of the authors' work
are considered: websites and autonomous systems for sign language translation.

Keywords: sign language, dictionary, electronic dictionary, semantics, sign language translation.

According to the World Health Organization, about 5% of people in the world (328 million adults and
32 million children, a total of 360 million people) suffer from hearing loss. Disabling hearing loss refers to
hearing loss in the better-hearing ear exceeding 40 dB in adults and 30 dB in children.

According to statistics, every third person over the age of 65 suffers from disabling hearing loss.
Most of these people live in regions with low social security, and in this age category the highest prevalence
is observed in South Asia, the Pacific region of Asia and sub-Saharan Africa.

Since "deaf" people hear very little or do not hear at all, they often use sign language to
communicate [1].

According to WHO estimates, by the middle of the 21st century, about 1 billion people, or one in ten,
will have problems associated with hearing loss.

At the moment, more than 13 million people with hearing impairment live in Russia, including more
than 1 million children. The figures are also disappointing in the Czech Republic: there are about 0.5 million
people with hearing impairments (5%) in the country, most of them are elderly people. 15,000 people have
congenital or acquired hearing loss (0.15%) in childhood, no more than 8,000 children of which have
significant or complete deafness. Today, 680,000 people with disabilities live in Kazakhstan, according to the
Ministry of Labor and Social Protection of the Population of the Republic of Kazakhstan. This is 3.7% of the
total population of the country. At the same time, out of a total of 417.9 thousand people are of working age,
but only 111.5 thousand people are employed.

According to the All-Russian Society of the Hearing Impaired, the number of deaf people who are
native speakers of sign language is more than 300 thousand people. These statistics included those who lost
their hearing completely or partially at an early age or with congenital hearing defects. Also in the Czech
Republic, there are about 7300 sign language users [2].

Considering the above statistics, sign language is still a topical subject of research. To solve the
existing problems associated with the Kazakh sign language, scientific articles of some Russian and foreign
authors were considered.

The article by Czech authors presents a sign language dictionary developed by a research group of
the University of West Bohemia, Masaryk University and Palacky University [3]. This work shows the process
of creating both an explanatory and a translation dictionary. The dictionary is primarily focused on Czech and
Czech Sign Language. First, the technological aspects of the dictionary are described, and then the data
collection methods. The dictionary is an application created with linguistic needs in mind. Written text is used
to represent spoken languages, and multiple views are supported for sign languages: video, images,
HamNoSys, writing characters, and an interactive 3D avatar. To reduce the time required to collect and
publish data in the dictionary, computer vision techniques are used for video analysis to determine character
boundaries and analyze the manual component of the executed character for automatic classification. To
create content, the authors involved linguists to use both new and existing data. The dictionary should then
be open to the public with the ability to add, modify, and comment on the data. In addition, the mobile
interface of the dictionary is also described. The mobile interface uses different web page formats and
different video compression methods optimized for slower Internet connections. It also states that there is an
offline version of the dictionary that can be automatically generated from online content and downloaded for
offline use.

The article is still relevant today, as sign languages can use dictionaries for several purposes.
Translation dictionaries are used to translate words (or phrases) from one language to another, explanatory
dictionaries define words in the same language rather than translating them. Traditional dictionaries for
spoken languages use written text as the primary form for creating content. This becomes more difficult for
sign language, where the written form of the language is not as developed and common among the
community. Thus, this article solves a number of problems regarding sign language using machine learning
methods (computer vision) and 3d models [4].

A feature of the authors' approach is a search engine that provides relevant results to the user's
query. For spoken languages, the user provides the search term, language, and possibly subject and
grammatical information (eg, part of speech). The result of the authors' work is a list of words that meet the
specified search criteria. For the Czech language, a lemmatization mechanism is used, which allows
searching among various inflectional forms of the same words [5].
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In addition, the search is not limited to just the head of the words, but provides a full-text search
across all text elements (values, explanations, use cases, etc.).

In these works, more attention is paid to visualization tools (3D model, avatar) and translation is
based on transcription elements, however, the topic of semantic analysis is considered superficially. Czech
Sign Language (CSL), like other languages used in everyday communication, has its own vocabulary and
grammar. The number of gestures in many SLs is much less than the number of words in the language itself.
At the same time, different denotations can be indicated by the same gesture. In sign language, the rules of
morphological and syntactic changes are present in a very vague and unformed state, which certainly
requires additional research and development of new algorithms in this area.

In the scientific works of Yu.S. Manueva, M.G. Grif and A.N. Kozlov, a review of the existing systems
of computer sign language translation was carried out, their advantages and disadvantages were identified.
The general state of the translation is taken into account (in both directions): from the sound of the Russian
language into Russian sign language and vice versa. A new method for constructing a semantic block of a
system of computer translation into sign language is proposed [6]. To determine the "word-sign"
correspondence, the lexical meanings of words are identified. Among the many alternatives based on the
semantic analysis algorithm, each word is given a single lexical meaning. Semantic analysis algorithms have
been developed that are applied to simple sentences. The method of translating Russian text into Russian
sign language is based on the comparison of syntactic structures. An appropriate library has been developed
to identify syntactic constructs. Existing hardware, software and software were considered to create the
architecture of the character recognition system.

The semantic analysis algorithm consists of the following steps.

1. Selection of a list of alternative lexical meanings.

2. Processing phraseological units.

3. Processing prepositions.

4. Fixing lexical meanings.

5. Search for relevant gestures.

The main task of semantic analysis is the enumeration of independent alternatives and the
calculation of the semantic-grammatical types of each alternative included in the description. These changes
are made in several stages. The first step is to find all alternative meanings of each word in the sentence. At
the second stage, auxiliary work is performed: all variants of each word are numbered and determined, the
number of semantic classes of the word is taken, all arguments are selected from the description of the
value. The constructed description consists of a set of alternatives, each of which consists of two main parts:
morphology, which represents the semantic class of the word "Means of communication with a computer"”,
and semantics. The first part of the alternative is information about which words can be attached to this word,
the second part - which words can be combined. When installed, two adjacent structures are involved in the
interaction.

In addition, these works use:

1. Tuzov's semantic dictionary, reflecting the translation into the semantic language of the words of
the Russian language and the creation of a working computer system for the semantic analysis of texts in
Russian, which has an inflectional structure opposite to the agglutinative one, respectively, the semantic
analysis algorithm according to V. Tuzov's dictionary cannot be fully transferred to the Kazakh language [7].

2. Dictionary of homonyms of the Russian language Akhmanov O.S. For the Kazakh language,
you can use the dictionaries of homonyms of the Kazakh language "Kazakh tilinin homonym sozdigi" by the
author M. Belbayeva, and "Kazakh tilindegi homonym" by the author K. Akhanov [9].

The most priority areas for modifying the semantic analysis module include the following: expanding
the base of gestures, parsing complex sentences, adding classification predicates of the sign language into
the analysis algorithm.

For the Kazakh sign language, it is necessary to research and develop algorithms that take into
account the morphological, syntactic and lexical features of the Kazakh language, such as:

1. stress, intonation and vowel harmony
variable parts of the word (zhalgaular: zhiktik, taueldilik, koptik, septik)
ways of constructing phrases (matasu, kiysu, kabysu, zhanasu)
features of the indefinite form of the verb
. word order in sentences

Considering all these and other works, in the future will be developed a dictionary of the Kazakh sign
language, which will help translate the text into sign language.

The Online Dictionary of New Zealand Sign Language (ODNZSL)1, released in 2011, was further
reviewed as an example of a modern sign language dictionary that takes advantage of the digital media of
the 21st century and the existing body of descriptive language research, including the small electronic
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corpus of New Zealand Sign Language. Innovations in the latest online dictionaries of other sign languages
provided the basis for the development of this bilingual, bi-directional, multimedia dictionary. Video content
and online search capabilities are a huge advancement in a more direct representation of signed vocabulary
and allow users to access content in a variety of ways, but do not solve all the theoretical problems faced by
developers of sign language dictionaries [8]. This article discusses considerations for editing and producing
ODNZSL, including defining lexemes and word class in a semi-synthetic language, deriving usage examples
from a small corpus, and considering sociolinguistic differences in content selection and execution.

ODNZSL illustrates the potential of the online environment to provide a more dynamic and authentic
representation of sign language vocabulary and provide users with an interactive help tool. A key element
that enriches both descriptive and instructive value is the addition of video content in addition to line
drawings of characters that can be downloaded for offline use. The relational nature of online search
circumvents macrostructural issues related to record order and facilitates bi-directional searches through
visual cues of characters or word equivalents, topic domains, or other tags. The "search by sign" feature
(using hand shape and location features) promotes receptive use by learners who want to identify unknown
vocabulary; this feature and the NZSL translation of frontal material also increase the vocabulary's
accessibility for deaf NZSL users. Searching by hand shape/location returns a list of shape results that more
or less exactly match the search parameters; they are displayed using illustrations of signs and hyperlinked
links, which can be viewed directly from the results page or refined by returning to the sign function menu.

There is a lot of ambiguity and some homophony in the NZSL lexicon, which requires decisions to be
made about how to represent plural relations of form and meaning. In addition to semantic context, an
important means of disambiguating the meanings of ambiguous and homophonic signs in NZSL is the
simultaneous pronunciation of spoken English words, which is due to the fact that deaf people encounter this
vocabulary in their daily lives. Joint articulation of spoken words with hand signs occurs in many sign
languages, and the status of spoken words in relation to sign lexicon is a matter of theoretical debate that is
beyond the scope of this article (e.g. Boyce-Brem and Sutton Spence 2001, Ebbinghaus and H. Hessman
1996 ). Suffice it to say that spoken language plays an important role in lexicographic decisions about multi-
valued signs, but is not often discussed explicitly in connection with the practical aspects of compiling sign
language dictionaries.

The editorial benefits of an online environment include the ability to easily edit records with overnight
database updates and support a multi-user team collaboration workflow. New records can be created as new
data comes in, and the microstructure of the records can potentially be adapted to map fields that are
different from the records in the database. The electronic medium does not solve long-standing
lexicographical problems for sign language researchers, such as: determining what corresponds to entry
status (i.e., handling characters that are not lexicographically slightly); definition of morphologically unmarked
citation forms; assigning a word class; achieving lexical-pragmatic equivalence between words of different
languages (in this case NZSL, English and Maori); account of statements; and the representation of variation
(in the choice of content and in its embodied performance). However, the environment facilitates consultative
and recursive editing processes and allows content decisions to be revisited in the light of new data and
ideas.

Sign languages are characterized by their visual-spatial modality of production; the transitions in the
movement and shape of the hands are vital for distinguishing the form and meaning of signs. Accurate
analysis and presentation of these articulation features in a dictionary is important both for the searchability
of the content and its value as a learning tool. The power of video content has been well exploited in recent
online dictionaries for Flemish Sign Language (Van Her-reweghe et al. 2004), Swedish Sign Language
(Institutionen for Lingvistik 2009), Danish Sign Language (Tegnsprog Center 2008) and Finnish Sign
Language (Kuurojen Liittory 2003).). Although the line drawings in the NZSL print dictionaries (1997 and
2002) were highly accurate, the ability to represent characters and their context in isolation through video
clips is transformative.

The definition of the grammatical category (part of speech) in signed lexicons is a serious problem
for lexicographers and linguists, and the authors considered options for parsing words and phrases from a
morphological and syntactic point of view. Surveys were conducted on the question “Should commonly
inflected forms of verbs appear as entries?” and on this occasion, it was difficult to create certain signs
(usually verbs and adjectives) devoid of inflectional morphology (e.g. manner, degree, location), assuming
that, although these functions were theoretically optional, in natural usage they were closely related to
vocabulary.

According to this article, it is clear that the authors did a very good job on visualization, video
replication and creation of a database, but the semantic and syntactic analysis of words is not carefully
considered. About synonymy and homonymy, examples of individual words were given, but a number of
guestions arise:

1. The linguistic analyser performs morphological, syntactic and semantic analysis of the text and

gives as a result of its work a semantic representation of the situation in the form of an ontology fragment.
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2. Based on this semantic representation, with the necessary extensions from the ontology, the
gesture synthesizer synthesizes whether (taking into account the grammar of the sign language) a sequence
of gestures.

3. Is linguistic analysis based on the method of contextual fragmentation and does it allow the
analysis of both simple complete natural language sentences and complicated, complex, elliptical and
anaphoric sentences.

To sum up all information, authors considered only words and a couple of phrases without a
sentence. From the context of the work, it can be understood that not so much attention is paid to the lexical
meanings of words.

In all three works, the dictionaries combine three main principles:

. Full autonomy of data for each language (signs are not considered equivalent to some words,
and first of all the sign must be explained using sign language).

. Philological accuracy and completeness.

+  Semantic sets (groups of synonyms)

Thus, each language is an independent lexical-logical network connected by synsets and phrases,
and these independent networks (lexicon) are freely connected with each other only through identical
semantic features of their lexical units. Each lexical element (record, lemma) is described using two groups
of fields:

Formal description

Representing the form of the lemma:

. alphabetical text (standard spelling as the basic representation of words in spoken language,
alphabetical transcription of the character if such a system exists)

. audio/video presentation (one or more audio or video formats to represent pronunciation and/or
pronunciation in spoken language; signature in sign language)

+ analytical description of acoustic or visual reality (transcription of IPA in spoken language, SW
or HamNoSys in sign language, etc.)

«  verbal description of acoustic or visual reality (text comments on pronunciation or pronunciation,
verbal description of signs)

Lemma form classification:

. grammatical categories of the part of speech

. stylistic categories

Russian and Czech authors pay more attention to semantics and stylistics; linguists were involved in
the development of syntactic and morphological analysers. The work of these analysers is carefully
considered and described in their writings. By examining the works of these authors, an architecture was
created for translating from the text of the Kazakh language into sign language (Picture 1).

Picture 1 — Architecture of translation from text to KSL

And by visualizing video demonstrators and 3d models, New Zealand and Czech researchers show
that they used computer vision and additional systems. In addition, Czech authors have a unique search
engine that uses transcription, dactyls.

Over the past few years, sign language in Kazakhstan has advanced very well, for 8 years now there
has been a platform surdo.kz for people who suffer from hearing loss [10]. Several hundred videos have
been shot for Kazakh words using the Kazakh alphabet. There are also folk proverbs, sayings and fairy tales
in sign language. With the help of this platform and tools, not only hard of hearing people are trained, but
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also their parents and guardians. At the moment, this industry is increasingly being explored and developed
thanks to technology. In the future, works that include artificial intelligence, such as computer vision and
recognition, will be presented.

Conclusion. This research work considers the articles of some authors: Russian, Czech and New
Zealand. A comparative analysis was carried out, as a result of which the main models and types of text
translation into sign language were identified, and priority areas for further modification were selected. Due
to the difference in semantic properties between these languages and the Kazakh language, the study noted
moments and algorithms that should be adapted to the Kazakh sign language. Each work has video images,
HamNoSys, sign writing, and an interactive 3D avatar that helps visualize sign language. However, not all
works contain analysers of synonyms, homonymy and semantic, syntactic links. More attention was paid to
the collection of the database and the search engine. Almost all authors show websites and an autonomous
system as a result of their work that help to learn sign language and partially translate, but not everyone has
a full-fledged text translator into sign language.
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